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Introduction:
Multisensory inputs incorporating RGB 
images, depth images, and force-torque 
(F/T) data, can be effective for contact-rich 
robotic manipulation tasks. We leverage 
visuotactile pretraining to learn strong latent 
observation representations from which 
contact-rich manipulation policies can be 
learned.

Input/Output:
Pretraining Input: Masked RGB, depth, F/T
Pretraining Output: Unmasked 
reconstructions
Finetuning Input: Unmasked RGB and depth
Finetuning Output: 7-dim EEF actions 
(translation, rotation, gripper)

Framework:
During pretraining, we mask a large portion 
of the input (RGB, depth, force-torque) and 
reconstruct the masked parts, with loss 
computed only on the masked regions. In 
the finetuning phase, we perform policy 
training using solely RGB and depth input 
information. Inspired by MultiMAE [1].

Dataset Information:
Using MimicGen [2], we generate a rollouts 
of several tasks. During each rollout rgb, 
depth, and force-torque data is recorded 
and saved to a dataset. Part of this dataset 
will be used to train the encoder. The other 
part will be used for finetuning. 

Evaluation:
We evaluate our pipeline by measuring 
success rates in 20 policy rollouts for a 
peg-in-hole task and 3 tasks from MimicGen 
(not present in the pretraining dataset). We 
compare against two baselines: training 
policies from scratch and pretraining only on 
RGB and depth data.
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